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Motivations

I Some discrete event systems can be modeled as timed event graphs,
and it is desirable to use the resources that can be manipulated at
the system (starting time of machines, for instance) to achieve
specifications;

I For instance, in the manufacture of semiconductors - pictured in the
first slide - it can be desirable that a wafer must be unloaded from
the first module in at most 10 time units after the process in this
module is finished . Otherwise, residual heat inside may damage the
wafer. However, it cannot be unloaded till the next module is free...
See [6];

I Synchronization problem.
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Some basic notations

I Tropical algebra, or Max-Plus algebra, is the algebra in which the
sum ⊕ is the maximum and the product ⊗ (omitted) is the
traditional sum;

I The neutral element of the sum, −∞, denoted in this context as
null, has the symbol ⊥. A vector or matrix of appropriate dimension
full of null entries will also be denoted by ⊥;

I I is the tropical identity matrix of appropriate dimension;

I M∗ =
⊕∞

i=0 M
i is the Kleene Closure of M;

I ρ(M) is the spectral radius of M, that is, the largest eigenvalue;

I Im{M} is the right image of M, that is, the set {x |∃y , x = My};
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Problem statement

I Consider a Tropical Linear Event-Invariant System

x [k + 1] = Ax [k]⊕ Bu[k] (1)

in which x [k] ∈ X is the state vectors and u[k] ∈ U is the control
vectors;

I Consider also a semimodule S ⊆ X described implicitly as the set of
x ∈ X such that

Ex = Dx ; (2)

I S is the set of desirable specifications;

I Tropical regulation problem R(A,B,E ,D): find a control action
u[k] such that for every initial condition x [0] there exists a natural
number K such that x [k] ∈ S for all k ≥ K ;
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(A,B) geometrical invariance and controllable coupled
problems

I A subset K ⊆ X is said to be (A,B) geometrical invariant if for any
x ∈ K there exists u ∈ U such that Ax ⊕ Bu ∈ K;

I Given a specification semimodule S of a problem R(A,B,E ,D),
there exists a maximal (A,B) geometrical invariant set inside S. It
will be denoted by Kmax(R);

I Definition: a problem R is said to be controllable coupled if any
member x of Kmax(R), except the null vector ⊥, is devoid of null
entries ⊥;

I Intuition: in controllable coupled problems, all the firing times will
fire at the same average rate (eg: one firing per two minutes),
although possibly with time shifts between them (eg: x1 is delayed
five minutes in comparison to x2);

I May seems restrictive, but it is not.

/
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(A,B) geometrical invariance and controllable coupled
problems

I Example:

I Consider the problem R(A,B,E ,D) x1[k + 1]
x2[k + 1]
x3[k + 1]

 =

 0 ⊥ ⊥
⊥ 0 ⊥
⊥ ⊥ 0


︸ ︷︷ ︸

A

 x1[k]
x2[k]
x3[k]

⊕
 0 ⊥ ⊥
⊥ 0 ⊥
⊥ ⊥ 0


︸ ︷︷ ︸

B

 u1[k]
u2[k]
u3[k]


(3)

in which the specification is

(
0 ⊥ ⊥

)︸ ︷︷ ︸
E

 x1[k]
x2[k]
x3[k]

 =
(
⊥ 0 ⊥

)︸ ︷︷ ︸
D

 x1[k]
x2[k]
x3[k]

 . (4)

i.e: three completely independent machines in which it is desirable
to synchronize the first with the second, but we dont care about the
third one;
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(A,B) geometrical invariance and controllable coupled
problems

I The maximal (A,B) geometrical invariant set inside the constraints,
Kmax(R), is given by

Kmax(R) = Im


 0 ⊥

0 ⊥
⊥ 0

 . (5)

I Therefore, it is not controllable coupled;

I Makes sense: the first and second machines are demanded to be
synchronized, and thus will have the same production rate in steady
state, but the third can have a completely different rate;

I Do this problem makes sense as a whole?

I Suggestion: consider the subproblem with the two machines +
constraints, disregard the last machine. This subproblem is coupled;
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(A,B) geometrical invariance and controllable coupled
problems

I Checking if the problem is coupled by computing Kmax(R) is highly
onerous;

I There are some easy-to-check sufficient conditions;

I If the constraint can be written as x [k] � Mx [k], which is often the
case, M∗ does not having ⊥ entries is sufficient;
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Control characteristic equation

I Definition: the control characteristic equation C(R) associated to
the problem R(A,B,E ,D) is the following equation for the
unknowns χ ∈ X , µ ∈ U and λ ∈ R

λχ = Aχ⊕ Bµ;

Eχ = Dχ. (6)

Furthermore, a solution {λ, χ, µ} is proper if no entry of χ is the
null element ⊥;

I Definition: the control characteristic spectrum of a problem, Λ(R),
is the set of λ such that {λ, χ, µ} is a proper solution;

I Λ(R) is a subset of the real line and contains the set of all the rates
that are allowable to have for the system under control regime;
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Controllable non-critical problems

I All the members of Λ(R) are greater than the uncontrolled
(u[k] =⊥) system spectral radius, ρ(A): it is not possible to increase
the system rate;

I Definition: a problem R is said to be controllable critical if the
control characteristic spectrum Λ(R) is the singleton {ρ(A)}.
Otherwise, it is said to be controllable non-critical;

I Intuition: controllable non-critical means that there is a solution for
the problem that delays the system, even if just a little bit;

I It is more restrictive than being controllable coupled, but all
problems found in literature thus far are both controllable coupled
and controllable non-critical;
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Convergence number

I Definition: Given a square matrix M with ρ(M) ≤ 0, the
convergence number κ(M) is the smallest number k such that

M∗ = I ⊕M ⊕M2 ⊕M3 ⊕ ...⊕Mk . (7)

I If M has n rows (and hence n columns), then κ(M) ≤ n.
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Main results

I Theorem 1: a controllable coupled problem R is solvable only if the
control characteristic equation C(R) has a proper solution {λ, χ, µ};

I Theorem 2: a controllable coupled and controllable non-critical
problem R is solvable if and only if its control characteristic
equation C(R) has a proper solution {λ, χ, µ}. The control action is
a simple state feedback of the form

u[k] = Fx [k] (8)

in which F = µ(−χ)T . Furthermore, the closed loop system will
have eigenvalue equal to λ and convergence to S is achieved in at
most κ(λ−1A) events.
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Solving the control characteristic equation

I The control characteristic equation C(R) can be written
conveniently as(

A B
EA EB

)(
χ
µ

)
= λ

(
I ⊥
D ⊥

)(
χ
µ

)
; (9)

I This can be written as Uy = λVy , for unknowns {λ, y}. This is a
tropical two-sided eigenproblem;

I Can be seen as a parametric mean-payoff game, see [4];

I Techniques for solving it studied only very recently, see [1, 3, 2, 4];

I Pseudopolynomial algorithms: not very difficult to solve currently for
medium-sized systems ( < 100 unknowns);

I Another technique to solve it efficiently for large systems (near to a
thousand of unknowns) is under development by the author and his
collaborators.
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Solving the control characteristic equation

I The technique in [4] is based in the construction of the spectral
function s(λ) associated to the two-sided equation;

I Piecewise affine, Lipschitz continuous and nonpositive function;

I The set of λ such that {λ, y} is a solution for a y =⊥, is the set of
λ such that s(λ) = 0;

I In the context of the control characteristic equation C(R),
y = (χT µT )T , but y 6=⊥ does not guarantee, in principle, that χ
has not ⊥ entries. That is, it does not guarantee that the solution
generated from y will be proper to C(R);

I If the problem is controllable coupled, however, any solution to the
two-sided eigenproblem generates a proper solution to the control
characteristic equation C(R), that is, y 6=⊥ implies that χ does not
have ⊥ entries;
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I Algorithms for finding the zeroes of s(λ) require evaluations of this
function, see [4];

I This can be done by solving the associated mean-payoff game at the
point λ;

I In the given example, ρ(A) = 50 (red line). The control
characteristic spectra is Λ = {50} ∪ [90, 100], which is not the
singleton {ρ(A)} = {50}, so the problem is controllable non-critical;
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Example of problem

I Problem of controlling a cluster tool in
a waffer manufacturing process;

I 4 states, 2 control inputs;

I Equation

x [k + 1] = Ax [k]⊕ Bu[k];

A =


⊥ ⊥ 6 1
⊥ ⊥ 8 4
⊥ ⊥ 9 5
⊥ ⊥ 11 7

 ;

B =


0 ⊥
2 ⊥
3 ⊥
5 0

 .

(10)
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Example of problem

I Constraints:

x1[k]− x2[k − 1] ≤ 10;

|xi [k]− xj [k]| ≤ 30, i , j = {1, 2, 3, 4}

I First constraint ensures that a piece
cannot stay processing for more than
10 units, lest the piece degrades its
quality;

I First constraint cannot be written as
Ex [k] = Dx [k] due to the fact that
there is no state x2[k − 1]!;

I Easy: create a new state x5[k] and put
as equation x5[k + 1] = x2[k];

I Augmented system has now 5 states, 4
originals + the artificial one;
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Example of problem

I Now we have the system x̂ [k + 1] = Âx̂ [k]⊕ B̂û[k] (augmented)
and the constraint Ex̂ [k] = Dx̂ [k];

I In special, the constraints can be written as x̂ [k] = M∗x̂ [k] (E = I
and D = M);

I M∗ has no ⊥ entries: problem is controllable coupled;

I Now, write down and solve the associated control characteristic
equation

λχ = Âχ⊕ B̂µ;

Eχ = Dχ;
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Solving the control characteristic equation

I For that, transform it in a two-sided eigenproblem;

I Use an algorithm (ex: [4]) to find the spectral function s(λ);
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I Figure above shows that Λ = [9, 13]. There is an element other than
ρ(Â) = 9, so the problem is controllable non-critical;

I The control characteristic equation then provides a necessary and
sufficient condition for solving the problem;
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ρ(Â) = 9, so the problem is controllable non-critical;

I The control characteristic equation then provides a necessary and
sufficient condition for solving the problem;



Solving the control characteristic equation

I For that, transform it in a two-sided eigenproblem;

I Use an algorithm (ex: [4]) to find the spectral function s(λ);

5 6 7 8 9 10 11 12 13 14 15 16 17 18
−5

−4

−3

−2

−1

0

1

2

λ

s(
λ)

I Figure above shows that Λ = [9, 13]. There is an element other than
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Example of problem

I Take λ = 10;

I With this, it is possible to find the following proper solution

µ =

(
0
0

)
; χ =


−10
−8
−7
−5
−18

 . (11)

I Since (λ−1A)∗ = I ⊕ (λ−1A)⊕ (λ−1A)2, one concludes that
κ(λ−1A) = 2;

I This means that the controller that will be derived will induce a
periodic regime in which each event will fire at every λ = 10 time
units. Furthermore, it will take at most κ(λ−1A) = 2 events before
this regime is achieved, whichever it is the initial condition;
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Example of problem

I Now

F = µζT = µ(−χ)T =

(
0
0

)(
10 8 7 5 18

)
(12)

and u[k] = Fx [k] solves the proposed problem;

I The factorization F = µζT implies an interesting and simple control
topology;
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Practical concerns

I The feedback matrix F may be non-causal: may demand ”future
prediction”;

I Causalisation techniques will be discussed in another occasion;

I Basically, causalisation can be achieved by losing speed of
convergence (number of events taken to convergence);

I Losing speed of convergence is losing robustness to perturbations;

I On the other hand, speed of convergence can also be improved;

I This also will be discussed in another occasion;
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The dual theory for observers

I (Almost) dual theory for observers can be developed;

I Relies in dualities between semimodules and congruences;

I Dual concepts: observable coupled, observation characteristic
equation, observable critical, etc...

I For instance, compare:
Controllable non-critical: the controller can have a slower behavior
than the system behavior;
Observable non- critical: the observer can have a faster behavior
than the system behavior;

I Interesting fact: in traditional linear system theory, observability
conditions do not depend on the matrix B (that connects inputs to
states). Due to the absence of subtraction, in the tropical setting
observability do depend on the input matrix B!
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To do 1: critical problems

I We have a necessary condition for all problems: the control
characteristic equation;

I It is sufficient only for controllable non-critical problems;

I To do: derive a sufficient condition for controllable critical problems;

I If this is done, the problem is complete: one has a necessary and
sufficient condition for all problems;
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To do 1: critical problems

I Guess: the solution to the problem lies in the generalized control
characteristic equation, CK (R);

I For K = 1, C1(R) = C(R), for K = 2:

χ2 = Aχ1 ⊕ Bµ1;

λχ1 = Aχ2 ⊕ Bµ2;

Eχ1 = Dχ1;

Eχ2 = Dχ2;

(13)

for the unknowns {χ1, χ2, µ1, µ2, λ};
I Conjecture: the regulation problem R(A,B,E ,D) has a solution if

and only if there exists a K such that CK (R) has a proper solution;
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To do 1: critical problems

I I am almost sure of this conjecture, but it only allows a solution in
open loop;

I Regarding closed loops, I can show that some critical problems are
solvable but the solution in closed loop cannot be of the form
u[k] = Fx [k] (static feedback);

I This implies that critical problems demand control topologies which
are more complex, maybe u[k + 1] = Gu[k]⊕ Fx [k];
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To do 2: topical system

I A function f (x) is said to be topical if it is non-decreasing and, for a
scalar λ, f (λx) = λf (x);

I A topical system is, therefore

x [k + 1] = g(x [k], u[k]) (14)

in which g is topical in x [k] and u[k];

I Let L(x) and R(x) be topical functions;

I Generalized regulation problem: derive the control law u[k] such
that the trajectory x [k] of a topical system converges and stays to
the set described by {x | L(x) = R(x)};
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To do 2: topical system

I Generalization of the regulation problem proposed before;

I Very general;

I One can generalize the control characteristic control equation to
topical systems

λχ = g(χ, µ);

L(χ) = R(χ) (15)

for the unknowns {λ, χ, µ};
I Solving it gives an open loop controller that solves the problem;

I Problem: how to solve this equation?

I Unfortunately, particular cases of it were proven to be NP-hard;
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Conclusions

I Concepts as controllable coupled, controllable critical, control
characteristic equation and control characteristic spectrum have
been proposed;

I With the aid of them, sufficient and necessary conditions to a wide
class of problems have been derived;

I Solutions can be computed efficiently by pseudopolynomial
algorithms;

I It was implemented in a real plant, showing the characteristics
expected by theory (as robustness to perturbations), see [5];

I More results/details in V. M. Gonçalves’s thesis [5].
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Conclusions

I Concepts as controllable coupled, controllable critical, control
characteristic equation and control characteristic spectrum have
been proposed;

I With the aid of them, sufficient and necessary conditions to a wide
class of problems have been derived;

I Solutions can be computed efficiently by pseudopolynomial
algorithms;

I It was implemented in a real plant, showing the characteristics
expected by theory (as robustness to perturbations), see [5];

I More results/details in V. M. Gonçalves’s thesis [5].
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